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SECTION I 

DESCRIPTION OF TDM FRAME SYNCHRONIZATION 

1.1 Introduction 

Time division multiplexing (TDM) is one of the techniques used 
to transmit many low information rate (narrowband) channels over a 
single, broadband communication link.  TDM usually consists of a 
time-ordered, channel-by-channel interleaving of digital message 
bits into a composite bit stream.  In addition to information bits, 
it is essential that the multiplexer inserts "framing" bits.  They 
enable the remote demultiplexer to synchronize with the multiplexer 
and direct the individual information streams to their appropriate, 
separate paths.  The information is normally structured or strung 
together into regular, formatted data patterns called frames.  An M- 
bit frame contains at least one framing bit, perhaps more.  For the 
sake of easier treatment (which can be expanded, if necessary), this 
work concentrates upon those cases where only one bit per frame is 
required.1 That bit appears in the same time position for each 
frame.  Standard practice calls for the sequence of consecutive 
framing bits to form a repetitive pattern, the simplest being "...10 
1010..." Detection of this pattern by the demultiplex unit is used 
in frame sync acquisition, verification (maintenance) and reacquisi- 
tion.  The purpose of this report is to demonstrate a useful proce- 
dure for the analysis of a class of straightforward frame synchro- 
nization algorithms. 

1.2 Acquisition 

Frame synchronization is initially acquired by examining (or 
"scanning") independent sequences of candidate frame bits until de- 
tection occurs.  Any two bits in a given sequence are separated by 
IxM bit periods, where I is an integer and M is the number of bits 
per frame.  Each independent sequence has a different time (or 
phase) relationship with respect to true frame synchronization.  Ac- 
quisition is declared when one of the sequences being examined has a 
sufficiently high correlation with the repetitive frame bit pattern. 

1.3 Verification 

To detect false frame synchronization after acquisition has 
been declared, as well as possible loss of sync due-to bit count 

1.  For a treatment of multi-bit frame synchronization codes, see, 
for example, References 1 and 2. 



slippage, the demultiplexer continues to examine the frame bits and 
correlate them with the frame pattern, hereafter assumed to be the 
alternating one-zero pattern, identified above. If too many frame 
bits fail to match the alternating sequence, then the demultiplexer 
goes into a reacquisition mode. 

1.4 Reacquisition 

If, for any reason, the frame sync verification operation re- 
veals the loss of sync, then a search, very similar to the acquisi- 
tion mode, begins. However, that search should start with the exam- 
ination of potential framing bit positions that are adjacent (in 
phase relationship) to those of the previously acquired framing pat- 
tern, including a double check of the original phase position. This 
foreshortens the search when only a few bit positions are lost, or 
when the declaration of loss of frame sync is incorrect, due to an 
excessive number of received bit errors, coming in a burst. 



SECTION II 

PROBLEM FORMULATION AND ASSUMPTIONS 

2.1 Specifications 

To suit different operational needs, frame synchronization can 
be expected to have specifications for time to acquire, time period 
over which correct frame synchronization is maintained, and time to 
reacquire frame synchronization after a loss of sync.  To be com- 
plete, a specification must state the random bit error rate environ- 
ment that is assumed and the required probabilities of acquisition, 
maintenance and/or reacquisition, within specified times.  Section 
4.2.2 provides example specifications. 

2.2 Two Modes 

Of the three types of frame sync specifications, acquisition 
and reacquisition are very closely related.  In both cases, se- 
quences of bits which may or may not be frame bits are examined. 
Therefore, during acquisition and reacquisition, it shall be assumed 
that the search operations are essentially the same.  Sync mainte- 
nance, on the other hand, is a different problem: During verifica- 
tion, a set of bits which is known [or assumed] to be frame bits is 
examined.  No others are considered.  Furthermore, rather than hav- 
ing an objective of speed, that of certainty has more pertinence to 
verification goals.  Consequently, it is reasonable to expect that 
any frame sync verification algorithm will involve a greater number 
of frame bit examinations than acquisition or reacquisition because 
there is less urgency about making a fast decision. Thus, it can be 
reasoned that frame synchronization entails two distinct modes of 
operation: acquisition and verification. 

2.3 Maintenance 

The problem of frame sync maintenance involves only the verifi- 
cation mode. The mechanism by which correct frame synchronization 
fails to be maintained is the occurrence of too many bit errors in 
the received frame sequence. This causes a switch to the acquisi- 
tion mode which initially may abandon correct sync alignment. Bit 
slippage, due to loss of bit timing phase lock in the digital re- 
ceiver, is treated as the reacquisition problem.2 Therefore, the 

2.  Thus, the initial part of the reacquisition process is the de- 
tection of the loss of frame synchronization, for which the verifi- 
cation mode is intended.  The maintenance problem is defined as one 



frame sync maintenance problem can be stated as follows:  Assuming 
that receiver bit timing remains locked to that of the transmitter, 
how long will the receiver demultiplex unit remain in frame sync 
when there are bit errors among the received framing bits? 

2.4 Acquisition and Reacquisition 

The problems of frame sync acquisition and reacquisition in- 
volve both the acquisition mode and the verification mode.  The ver- 
ification mode is needed to protect against false synchronization 
due to the possible random occurrences of sync patterns within the 
data stream or loss of bit count integrity (BCI) by the digital data 
receiver.  Because the verification mode is called upon to confirm 
true synchronization, it is part of the acquisition process and can- 
not totally.sacrifice speed for certainty, as implied in 2.2. Thus, 
there is a speed/certainty tradeoff to be considered for the verifi- 
cation mode, just as there is one for the acquisition mode. Howev- 
er, the balance is tilted more towards certainty for verification 
than it is for acquisition. 

2.5 Purely Random Data and Bit Errors 

In spite of the burst nature of bit error patterns on many 
communication channels and the correlated (not entirely random) na- 
ture of many information bit streams, it is nevertheless assumed 
that all data bits are statistically independent, having 0.5 proba- 
bilities of occurrences of 0 and 1, and that all bit errors, caused 
during transmission, are also independent Bernoulli trials where 
the error probability is treated as a constant.  These randomness 
assumptions are helpful because they can be (1) simulated during 
laboratory testing, (2) most easily used to analyze frame synchroni- 
zation performance, and (3) considered to be a reasonably good test 
of the frame synchronization algorithms. 

In some cases, the actual performance will be far better than 
the results based on these assumptions.  Consider, for example, the 
case of a channel not being used (either temporarily or permanent- 
ly).  One may assume that the information stream for that channel is 
either all zeros or all ones (it makes little difference.). Fur- 
thermore, the format of the TDM frame will be such that bits from 
the unused (or any other) channel will occur periodically, either at 
the frame rate or some integer multiple of it, with a fixed phase 
relationship to the framing bit times.  Therefore, if the demulti- 
plex circuits take samples of the total bit stream at the frame rate 
(or multiples of it), searching for correlations with a 1010... 
framing pattern, it is far less likely that sync will be declared 

where a failure to verify sync is incorrect, 



erroneously for the channel whose bits are constant than for a chan- 
nel whose bits are random.-* Thus, the assumption of randomness is 
often a very conservative one. However, it is one that is well 
suited for the purposes of these analyses. 

2.6 Sequential Search 

If the sole concerns of frame synchronization were speed and 
accuracy, then it is obvious that the preferred approach would be to 
simultaneously monitor all possible alignments (phases) of the fram- 
ing pattern.  For a frame whose length (including framing bit) is M, 
the acquisition and verification algorithms would perform their cor- 
relations with the full set of M interleaved sequences.  However, 
maintaining M sets of records and examining all of them requires 
considerably more complex and expensive hardware than a sequential 
search. 

A sequential search is one in which only a single alignment of 
framing is under consideration at any given time.  Its major advan- 
tage is the reduced memory (by a factor of M) and processing com- 
plexity of the synchronization hardware. Moreover, if the frame 
sync specifications (See 2.1.) are such that a sequential search 
will meet the operational requirements, then it is entirely unneces- 
sary to increase hardware expense. If an analysis of sequential 
techniques indicates a failure to meet user requirements, then (and 
only then) would one consider parallel searches:  First, two framing 
alignments at once; then, three alignments;... until it is deter- 
mined that the requirements can be met. 

3- Conversely, certain data transmissions may possess alternating 
patterns, forcing a different choice of framing pattern (e.g.,11001 
100...). 

10 



SECTION III 

ANALYSIS 

3.1 Algorithms and Probabilities 

As discussed in 2.2, there are two modes: acquisition and veri- 
fication.  In either mode, a given alignment or phasing of framing 
bits is initially assumed. The algorithm then examines a specified 
number or "window" of consecutive candidate frame bits, seeking cor- 
relation with the correct frame bit pattern.  If it is determined 
that all but a specified number (or less) of the candidate frame 
bits match the synchronization sequence, then acquisition (or veri- 
fication, if in the verification mode) is declared and the mode 
changes to (or remains in) verification; the frame bit alignment is 
held constant.  If it is determined that too many (more than a pre- 
selected number of) bits fail to match the sequence, then the mode 
remains in acquisition (or reverts to it, if initially in verifica- 
tion); the frame bit alignment is changed (possibly by different 
amounts, depending upon the previous mode, acquisition or verifica- 
tion — See 3-3-1.2.). The probabilities formulated below give the 
likelihoods of declaring acquisition or verification, either cor- 
rectly or incorrectly. 

3.1.1 Acquisition Mode Probabilities 

Let the number of frame bits in an acquisition window be desig- 
nated as N. Furthermore, let n be the maximum number of mismatches 
permitted to occur without preventing acquisition from being de- 
clared.  If p is the probability of an error for any received bit 
and the probability of a 1 or a 0 in any given non-frame bit is 1/2, 
then the probabilities associated with the acquisition mode are cal- 
culated as follows: 

3-1.1.1 Probability of Acquisition, P(ACQ) 

If the frame bit timing alignment under consideration is cor- 
rect, then the probability of correctly declaring acquisition is the 
probability that n or fewer bit errors occur among the N frame bits 
examined: 

N 
'N> 

P(ACQ) =^(jPi(1-P)N"i + X(")pi(1"P)N"i'        0) 

i=0 • V i=N-nU' 

where 

11 



N! 
  , (2) 

d/  i!(N-i)! 

the binomial coefficient, and n is less than N/2.  Note the second 
summation in equation (1), signifying that acquisition is declared 
when N-n or more bit-errors occur.  This stems from the fact that 
frame sync acquisition could be declared for a 1010... sequence or a 
0101... sequence.  Especially for initial acquisition, there is no 
way of determining whether the 1010... sequence or its complement 
will be the one that is detected. For example, an eight-bit se- 
quence. 10101010, having seven bit-errors, 01011101, appears to be 
an eight-bit segment of the continuous framing sequence with a sin- 
gle error.  Fortunately, realistic values of parameters n, N, and p 
yield probabilities for N-n or more errors that are infinitesimally 
small.  Consequently, the second term in equation (1) can be realis- 
tically ignored. 

Note that the properties of the binomial distribution allow 
equation (1) to be rewritten (for computation purposes) as: 

N_n_1 /N\ 
P(ACQ) = 1 -)](   Vd-p)11"1. (3) 

i=nflW 

3.1.1.2 Probability of a Miss. P(MISS) 

Frame sync acquisition will be missed if there are more than n 
bits (and fewer than N-n bits) in error to corrupt the receipt of 
the N bits in the acquisition window: 

N-n-1 

P(MISS) = V* ( t(1-p)H 

N-n-1 /N\ 

;5 (>"-'• 
Clearly, P(MISS) is the complement of P(ACQ): 

P(ACQ) + P(MISS) =1. (5) 

3-1.1.3 Probability of False Acquisition, P(FA) 

The probability that the acquisition algorithm will detect the 
framing sequence among [assumed] random, non-frame bits is deter- 
mined in the same manner as equation (1), except that the probabili- 
ty of bit mismatch is 1/2, instead of p, and the probability of bit 
match is also 1/2, instead of 1-p.  Thus, one gets 

12 



n ,„\ N  , . 

P(FA) =^n(.5)i(.5)N-i+^M(.5)
i(.5)N-i, 

= 2 
-N 

_i=0 v-/  i=N-W . 

(6) 

(7) 

»-N -aC (8) 

= 2 
-(N-l) E( 

i=0 

(9) 

where the transition from expression (7) to (8) is attributable to 
the symmetry of the binomial coefficients (See equation (2).). 

3.1.1.4 Probability of Correctly Ignoring Data. P(I) 

Following the discussions in 3-1•1•2 and 3•1 -1•3» it should be 
obvious that P(I) is defined by: 

.  P(I) = 1 - P(FA) 

and also given by 

n 

(10) 

Pd,.,. ^-"EQ 0. (11) 

P(D = 2 

N-n-1 

•*E( 
i=n+l 

(12) 

3-1.2 Verification Mode Probabilities 

The only differences between the expressions obtained for the 
acquisition mode and those for verification are the length of the 
verification window, L, and the number of mismatches that are toler- 
ated, 1.  Consequently, the results are entirely analogous to those 
presented in 3-1 -1» above: 

13 



3.1.2.1  Probability of Correct Verification, P(V) 

P(V) 

i=0 I=L-£ ' 

L-Jl-1 

•IF1^ 
i=£+l 

(13) 

(14) 

3.1.2.2 Probability of Loss of Synchronization, P(LOSS) 

P(LOSS) = y*J Jp1 (1-pf X , (15) 

= 1 - P(V) (16) 

3.1.2.3 Probability of Incorrect Verification. P(NV) 

£ /.v L 

P(NV) 

i=0 i=L-£x 
^Qt^t^-1 + 2Q(-5)i(-5)L_i' 

= 2 'EQ-EQ 
.1-0 W  i=L-£W 

(17) 

(18) 

= 2 ,-L SJC: 
i=0 

= 2 
-a- "in 

=n\iy i=0 

(19) 

(20) 

3-1.2.4 Probability of Detection of False Sync, P(VFS) 

P(VFS) = 1 - P(NV), (21) 

14 



(22) 

(23) 

i=£+l 

3.2 Maintenance 

As discussed in 2.3, frame sync maintenance involves only the 
verification mode. Maintenance probabilities give the likelihoods 
that correct frame synchronization will be maintained in spite of 
received bit errors.  The probability that frame synchronization 
will be maintained for at least Q verification windows (QxL frames) 
is the probability that correct verification occurs Q windows in a 
row: 

P(MQ) = [P(V)]Q, (24) 

= [1-P(L0SS)]Q, (25) 

where P(V) and P(LOSS) are defined in 3.1.2.1 and 3.1.2.2, respec- 
tively. 

3.3 Acquisition and Reacquisition 

3.3.1 Markov Chain Approach 

3.3.1.1 System States 

At any given time during the search for frame sync [re]acquisi- 
tion, the processing logic examines a sequence of received bits that 
are candidate framing bits, spaced at M-bit intervals. Relative to 
correct frame synchronization, the alignment of the candidate fram- 
ing sequence can take on any one of M possible positions, including 
true alignment. When in the acquisition mode, each of the M possi- 
ble alignments can be considered a separate system state. 

For M-1 of those acquisition mode states, there is a finite 
probability (P(FA) — See 3.1.1.3.) that frame sync acquisition will 
be declared incorrectly.  Unaware of the false sync condition, the 
processing logic enters the verification mode.  At that point, the 
false sync condition will either be detected (with probability 
P(VFS) — See 3.1.2.4.) or incorrectly [rejverified (with probabili- 
ty P(NV) — See 3.1.2.3-).  The M-1 false alarm/verification mode 

15 



states that are associated with the M-1 non-aligned acquisition mode 
states constitute an additional set of M-1 states. 

For the single acquisition mode state that corresponds to cor- 
rect frame alignment, sync acquisition will either be declared cor- 
rectly (with probability P(ACQ) — See 3.1.1.1.) or missed (with 
probability P(MISS) — See 3.1.1.2.).  Correct declaration of acqui- 
sition puts the system into a terminal, absorption state, namely 
ACQuisition.  Thus, there are 2xM possible states in which the 
search logic can find itself: M acquisition mode search states, M-1 
false acquisition/verification mode states, and the ACQuisition 
state. 

3.3.1.2 State Transitions 

Figure 1 presents a partial representation of the state transi- 
tion diagram for the 2xM-state Markov chain that is being modeled. 
The remaining model formulations to be made involve the identifica- 
tion of acquisition states to which the system transitions when 
false sync is discovered in any of the M-1 false alarm/verification 
mode states, F..  Otherwise, the transition diagram summarizes the 
following information: 

(1) When frame non-alignment is correctly discovered in one of 
M-1 "out-of-sync" acquisition mode states (Ap A2, •••.AM_^), 
the state transition is to the next [lowest] acquisition mode 
state (AQ, AI ,.. . .AJJ_2) , closer to, if not directly in, frame 
sync alignment.  It is natural to assign state numbers (e.g., 
i, as in A^) to correspond to the number of bit positions that 
the state is away from true alignment.^ 

(2) When frame alignment is incorrectly missed while in the 
aligned acquisition state, AQ, the transition is to state AM_^. 
This follows from the periodicity of the framing format. 

(3) When false acquisition is incorrectly [rejverified while 
in one of the false alarm/verification mode states, the pro- 
cessing logic remains in that state. 

(4) When in the ACQ state, Figure 1 indicates that there is no 
sync loss (i.e., frame synchronization is permanently main- 
tained).  To be completely accurate, the probability for the 

4.  It need not be specified whether the number of bits away from 
correct alignment means bit positions preceding (in time) or follow- 
ing the frame bit position.  The differences in resulting [re]acqui- 
sition times are not significant (on the order of one frame period, 
on average). 

16 
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transition from ACQ back to itself is P(V) (See 3-1.2.1.); the 
transition out of ACQ has a probability of P(LOSS) (See 
3.1.2.2.) and follows the same rule (not yet indicated) that 
applies to transitions out of the false alarm/verification mode 
states.  However, real values of P(LOSS) will be extremely low 
and the purpose of the Markov model is to determine the proba- 
bility and time to the first [re]acquisition.  Therefore, the 
transition probability of 1 (complete absorption) is employed. 

The particular acquisition mode state to which the system tran- 
sitions when leaving a given verification mode state depends upon 
reacquisition considerations. If a demultiplexer achieves correct 
frame synchronization and then loses it because of loss of bit count 
integrity (BCI), it is likely that the amount of bit slippage is no 
more than a.single bit position, or two.  In the state transition 
diagram (Figure 1), this corresponds to an abrupt state change from 
ACQ to state F^, FM_^ (slippage of one bit), F2 , or F^-2 (slippage 
of two bits).  If the maximum amount of bit slippage is assumed to 
be two bit positions, then it would be desirable to make the rule 
that verification of false synchronization would cause the sync 
search to go back two bits (e.g., F2 to A4, F]_ to A3, F^-i to A^, 
and FM_2 to AQ). Thus, the likelihood of having to pass through 
states %_i, %-21 Aji-3, etc. would be greatly reduced, as would the 
mean time to reacquire synchronization.  Therefore, the optimum 
state transition algorithm depends, to some extent, on the receiv- 
er's bit synchronization capabilities.  [To be consistent with the 
example in Section IV, a maximum slippage of two bit positions will 
hereafter be assumed.] 

3.3.2 Markov Chain Modification 

To facilitate easy, straightforward computation of the Markov 
chain analysis, it is desirable to work with states whose time dura- 
tions are equal.  This enables one to determine the precise state of 
the system5 at any time after a known, initial system state.  In 
those cases where the acquisition mode window length, N, differs 
from the length of the verification mode window, L, the time spent 
in any of the M acquisition mode states, Ai, i=0,1...M-1, will not 
be the same as the time duration of any one of the M-1 false alarm/ 
verification mode states, Fi , i=1,2,...M-1.  Therefore, the approach 
of dividing the A and F states into substates whose lengths are 
equal to the largest common integer factor of N and L will yield 
Markov chain states that lend themselves to the traditional 

5.  "State of the system" is hereafter defined as the set of proba- 
bilities (whose total is 1) of the acquisition logic finding it- 
self in any of the Markov chain states, each of which has a proba- 
bility associated with it. 
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transition probability matrix approach (See, for example, References 
3-5.). The Appendix describes the computational approach in greater 
detail. 
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SECTION IV 

EXAMPLE PROBLEM 

4.1 Objective 

The example problem that is analyzed using the Markov chain ap- 
proach, developed in Section III, has TDM parameters and specifica- 
tions that are comparable with those of the multiplex section of one 
version of a digital microwave radio that is currently being consid- 
ered for a Defense Communication System (DCS) application.  Conse- 
quently, the results, although not necessarily applicable to the ac- 
tual DCS problem (due to several simplifications), give an indica- 
tion of the achievable performance, relative to specifications.  In 
addition to the insights into synchronization performance that can 
be gained, the major purpose of this example is to demonstrate the 
manner in which the problem is attacked and the computational meth- 
ods that are called on. 

4.2 Problem Details 

4.2.1 TDM Parameters: 

(a) Number of bits per frame, M = 70 
(b) Number of frames per second = 192,000 
(c) Number of bits per second = 70 x 192,000 = 1.344 x 107 

4.2.2 Specifications 

4.2.2.1 Time to Acquire Frame Sync.  At a bit error rate (BER) of 
10~3, frame sync shall be acquired within 10 milliseconds, with a 
probability of 0.90. 

4.2.2.2 Time to Reacquire Frame Sync. At a BER of 10~3, loss of 
frame sync shall be detected and correct sync reacquired within 10 
milliseconds, with a probability of 0-90, provided that the received 
data and TDM are within two bits of synchronism. 

4.2.2.3 Probability of Frame Sync Maintenance. At a BER of 10"2, 
frame sync shall not be declared lost due to bit error count for a 
period greater than 24 hours, with a probability of 0.90. 

4.3 Approach 

Having established the concepts of acquisition and verification 
windows, allowed bit errors per window, and sequential search, much 
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of the approach to the design of the synchronization algorithm is 
complete.  The remaining optimization problems are the selection of 
parameters: N, n, L and 1, plus the identification of the new frame 
sync bit alignment after false synchronization is detected (as dis- 
cussed in 3.3.1.2). 

4.3.1 Transition from Verification Mode to Acquisition Mode 

The discussion of state transitions (3.3.1.2), in conjunction 
with the reacquisition specification (4.2.2.2), indicates that the 
logical transition from one of the false verification states (Fi 
through FM_,, as depicted in Figure 1) to one of the acquisition 
states (A0 through AM_-,) would be to go back two bits in the frame 
sync search: F±  to Ai+2, Ki<M-3; FM_2 to AQ; and FM-1 to A-^.  Thus, 
any one- or two-bit displacement from state ACQ to state F2, F-p 
FM-1 or FM-2 would> upon detection of false synchronization, lead to 
state A, , Ao, A-, or AQ , respectively.  The expected time to reac- 
quire synchronization (transition to state ACQ) should then be mini- 
mized. 

4.3-2 Pairing Verification Parameters L and 1 

Prior to embarking on a four-dimensional search over N, n, L 
and 1, it is worthwhile to consider that the acquisition mode param- 
eters, N and n, pertain only to the acquisition/reacquisition prob- 
lem, whose performance goal is measured in terms of speed, while the 
verification mode parameters, L and 1, affect the performance of ac- 
quisition/reacquisition, as well as maintenance, whose performance 
objective is measured in terms of certainty (See 2.2.).  Consequent- 
ly, the choice of parameters L and 1 will have to result from a com- 
promise of somewhat contrary objectives.  The approach taken for 
this example is to determine, for each verification window length, 
L, the minimum number of permitted mismatches, 1, that still allows 
satisfaction of the maintenance specification (4.2.2.3).  It is de- 
sirable to minimize 1 in order to increase the probability of de- 
tecting false sync (in a given window, L), P(VFS), and speeding the 
acquisition/reacquisition process.  Figure 2 graphically presents 
computed 24-hour frame sync maintenance probabilities for the exam- 
ple problem in terms of L and 1.  From those results, the value of 1 
to be employed with any given choice of L can be determined. Table 
I presents the resulting pairs of L and 1. 

4.3-3 Minimizing Acquisition and Reacquisition Times 

For any value of L, Table I indicates the minimum (best, from a 
frame sync acquisition point of view) value of 1 that still permits 
satisfaction of the frame sync maintenance specification, 4.2.2.3- 
Selection of L automatically specifies 1. Consequently, the 
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Table I - Pairs of L and 1 

Values of L              Minimum [Preferred] 1 
(Verification Window Size)     (Allowed Number of Mismatches) 

13 - 15 
16 - 26 
27 - 41 
42 - 48+ 

6 
7 
8 
9 

minimization of acquisition and reacquisition times becomes a three- 
parameter search, over N, n and L. The key techniques used to cal- 
culate the [re]acquisition probabilities resulting from the search 
parameters are presented in the Appendix. 

4.4 Results v 

Initial trials (N=32, n=6 and L=48) indicated that the proposed 
specification for acquisition (4.2.2.1) and reacquisition (4.2.2.2) 
could be met by a sequential search (See 2.6.).  Therefore, the com- 
puter program was amended to include the calculation of expected 
(mean) time to [re]acquire sync.  Rather than optimizing the proba- 
bility of [re]acquiring within 10 milliseconds (which very closely 
approaches 1), the minimization of expected time to [re]acquire sync 
was found to be capable of very finely differentiating among the 
various solutions, all of which meet the [seemingly loose] specifi- 
cations.  The resulting values of expected time to acquire and re- 
acquire frame sync in the presence of a 10  BER are presented in 
Table II. 

4.4.1 Optimum Values 

Observation of the trends in Table II has led to the conclusion 
that the optimum selections of N, n, L, and 1 are 6, 0, 23 and 7, 
respectively.  The performance resulting from those parameters is an 
expected acquisition time of 1389 microseconds and an expected reac- 
quisition time (from a two-bit slip - state F2 ) of 335 microseconds. 
Figure 3 is a graphical presentation of those data points with 
shorter [re]acquisition times.  Note how the points having the same 
acquisition window size, N, tend to occur along straight lines, of 
constant incremental acquisition time vs. incremental reacquisition 
time. Also, the slopes of those lines tend to vary inversely with 
N. Furthermore, for the four "best" values of N (those plotted), 
L=23 yields the optimum performance in each case (for this particu- 
lar example). 
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Table II - Expected Acquisition and Reacquisition Times 

Acq. Reacq. Acq. Reacq. 
N n L 1 (ms.) (ms.) N n L 1 (ms.) (ms.) 
16 3 16 7 3.480 0.902 •7 0 24 7 1.449 0.351 
16 2 16 7 3.056 0.852 *7 0 23 7 1.448 0.349 
16 2 20 7 3.014 0.565 *7 0 22 7 1.448 0.350 
16 1 16 7 2.971 0.843 *7 0 21 7 1.450 0.352 
16 1 20 7 2.966 0.560 *7 0 20 7 1.453 0.359 
16 0 16 7 3.053 0.935 6 1 24 7 5.764 0.868 
12 1 24 7 2.289 0.455 *6 0 30 8 1.421 0.366 
12 0 24 7 2.277 0.500 *6 0 24 7 1.391 0.336 
8 1 32 8 2.361 0.481 *6 0 23 7 1.389 0.335 
8 1 24 7 2.257 0.434 *6 0 22 7 1.390 0.335 
8 1 20 7 2.281 0.445 *6 0 21 7 1-393 0.338 
8 1 16 7 3.144 0.829 *5 0 30 8 1v.556 0.375 

•8 0 32 8 1.583 0.410 •5 0 26 7 1.505 0.350 
*8 0 25 7 1.574 0.377 *5 0 25 7 1.496 0.345 
*8 0 24 7 1.574 0.374 »5 0 24 7 1.489 0.342 
•8 0 23 7 1.573 0.373 *5 0 23 7 1.485 0.340 
*8 0 22 7 1.573 0.373 *5 0 22 7 1.486 0.340 
»8 0 21 7 1.574 0.376 *5 0 21 7 1.493 0.343 
•8 0 20 7 1.576 0.382 *5 0 20 7 1.510 0.352 
8 0 16 7 1.655 0.676 4 0 24 7 2.068 0.406 

*7 0 28 8 1.459 0.370 3 0 24 7 6.204 0.947 
•Plotted in Figure 3- 

4.4.2 Bit Error Rate Sensitivity 

Having determined the optimum parameter values and performance 
in a 10~3 bit error rate environment, it is instructive to note how 
well the selected frame sync algorithm will perform at other bit er- 
ror rates.  Table III presents those values.  Increasing the BER 
(from 10~3) does not begin to significantly increase the expected 
acquisition and reacquisition times until errors are far too dense 
for useful information transfer. 

Table III - BER Sensitivity 

BER 
10" 
10 
10 
10 

-3 
-2 
-1 

Acquisition(ms. ) 
1.376 

1.389 
1.532 
3.621 

Reacquisition(ms.) 
0.321 

0.335 
0.478 
2.567 
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4.5 Suggested Modification 

In addition to the parallel search procedures discounted earli- 
er (2.6.), one simple modification would permit the search algorithm 
to abandon its acquisition or verification mode state as soon as the 
allowable number of mismatches has been exceeded. For example, in 
the case of N=6 and n=0, rather than waiting for six frame inter- 
vals, a mismatch can be detected as early as the second bit sample 
(if it matches the first sample and the alternating sequence is be- 
ing employed). In fact, the mean time spent in state A-^, A2,... or 
%-l would *>e  slightly less than three frame periods, halving the 
amount of search time spent in the non-aligned acquisition mode 
states. Although the Markov chain model would become far more com- 
plex for this modification, it remains the most useful tool for 
studying the candidate algorithm. 

26 



SECTION V 

CONCLUSION 

The Markov chain approach, used previously for analyses of oth- 
er frame synchronization algorithms (References 4 and 5), has again 
been shown to be of practical value. One innovation used here is 
the assignment of states according to distance from correct frame 
alignment, rather than state of a complex synchronization algorithm. 
This permits the Markov model to have time-invariant transition 
probabilities.  The approach can also be applied flexibly to various 
sync algorithms, without significant change to the basic computer 
model. Other useful features noted herein include the employment of 
substates to account for varying time delays and logarithms of prob- 
ability values to maintain numerical accuracy over widely varying 
magnitudes.  Thus, a new straightforward Markov approach has been 
shown to be useful in the study of frame synchronization of time di- 
vision multiplexed systems. 
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APPENDIX 

COMPUTATIONAL APPROACH 

A. 1 States and Substates 

Because the value chosen for L is expected to be larger than N, 
L is expressed in terms of N: 

X 
L =_.N, (A-1) 

Y 

where X and Y are the lowest possible integer values that can be 
used to relate L to N.  This translates to each of the acquisition 
mode states, A ^, having Y substates (of time duration N/Y frames) 
and each of the verification mode states, Fi, having X substates (of 
time duration L/X frames).  For example, suppose L=24 and N=6, then 
X=4 and Y=1 would be used, corresponding to substates having dura- 
tions of six frames.  For L=23 and N=6, X=23 and Y=6 are the lowest 
possible values, resulting in substates whose durations are a single 
frame and computation time that is greater.  Consequently, the set 
of states that is represented in the modified Markov chain is 

(a) Acquisition Mode - A(I,J): 1=0,1,...M-T; J=1,2,...Y; 

(b) Verification Mode - F(I,K): 1=1,2,...M-1; K=1,2,...X; and 

(c) Correct Acquisition - ACQ. 

A.2 Transition Rules 

The number associated with any substate is the probability of 
being in that substate for the time interval under consideration. 
Because all states, with the exceptions of A2 (See 3.3.1.2.) and 
ACQ, can be entered from either an acquisition (A) or verification 
(F) state, the transition to a given state (as opposed to substate) 
will involve two multiplications and an addition.  For example, 

A± «_ P(VFS)«Fi_2 + P(I)»A1+1, i=3,U,...M-2, and      (A-2) 

F.  «— P(NV)»Fj + P(FA)«Aj, j=1,2,...M-1. (A-3) 

Generalizing to the substate formulations given in A.l, the transi- 
tion rules become 
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A(0,Y) -«— P(VFS)»F(M-2,1) + P(I)»A(1,1); (A-4) 

A(1,Y) +— P(VFS)»F(M-1,1) + P(I)«A(2,1); (A-5) 

A(2,Y) *— P(I)«A(3,1); (A-6) 

A(I,Y) •+— -P(VFS)«F(I-2,1) + P(I)«A(I+1,1); 1=3,4, •• .M-2; 
(A-7) 

A(M-1,Y)*— P(VFS)»F(M-3,1) + P(MISS)»A(0,1);        (A-8) 

A(I,J) *— A(I,J+1); I=0,1,...M-1; J=1,2,...Y-1 (only for Y»f 1); 
(A-9) 

F(I,X) «•— P(NV)«F(I,1) + P(FA).A(I,1); 1= 1,2, .. .M-1 ;  (A-10) 

F(I,J) +- F(I,J+1); 1=1,2,...M-1; J=1,2,...X-1 (only for X*1); 
(A-11) 

ACQ ««— ACQ + P(ACQ)»A(0,1). (A-12) 

A.3 Logarithms 

Because the probabilities that are to be stored as state vari- 
ables can take on a wide range of values (from very small to very 
close to unity), the normal range and precision of floating point 
arithmetic may be inadequate. For example, a factor of the form: 
(1-x), where x is very small, is to be used repeatedly as a multi- 
plier (e.g., P(I) and P(VS)). The least significant bit in a 
floating point number representing (1-x) equals 2~2^ = 5-96 x 10~°, 
which may be larger than some values of x that can be encountered. 
Therefore, as certain probabilities get very close to 1, it becomes 
necessary to employ an alternate approach: logarithms. The Taylor 
series expansion of ln(1-x) is given by 

oo    i 

ln(1-x)= 22 ' (A"13) 
i=l  i 

where ln(») is the natural logarithm (base e). For very small val- 
ues of x, it is close to -x.  Consequently, for values of x that are 
very small, the accuracy of (1-x) is not diminished by numerical 
computation limitations. 

Although logarithms are beneficial in cases of repeated multi- 
plications, expressions of the form 

f = a#b + c»d (A-14) 
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appear as 

ln(f)=ln{exp[ln(a)+ln(b)]+exp[ln(c)+ln(d)]} (A-15) 

and use quite a bit of computer time. However, in our case, because 
one of the two expressions, a»b or c«d, is usually much larger than 
the other, equation (A-14) would reduce to either 

f = a«b or (A-16) 

f = c.d (A-17) 

and equation (A-15) would reduce to either 

ln(f)=ln(a)+ln(b) or (A-18) 

ln(f)=ln(c)+ln(d). (A-19) 

Therefore, evaluation of the expressions in (A-4) through (A-11) is 
not normally expected to result in (A-15). 

A.4 Initial Values 

A.4.1 Acquisition 

For initial acquisition, the system begins to search for sync 
from one of the M acquisition mode states. Because of random selec- 
tion, the probability of being in any one of the states is 1/M. 
Therefore, using natural logarithms, the initial values for the 
first acquisition mode substates are 

A(I,Y) = ln(1/M) = -ln(M), (A-20) 

where 1=0,1,...M-1.  All other acquisition mode substates, A(I,J), 
where KJ<Y-1, are set to -1000, a sufficiently large negative num- 
ber corresponding to zero probability (ln(0)—*• -oo). Similarly, 
all verification mode substates, F(•,•), are set to -1000. 

A.4.2 Reacquisition 

As discussed in 3-3-1•2, the reacquisition problem can be mod- 
eled as an abrupt slip from state ACQ to FJJ_2 » *M-1 » *1 or ^2 ' Of 
these, the worst case is the shift to Fo: The transition algorithm 
(See 4.3-1-) reinitiates search for acquisition (after verification 
of false sync) in state A^ , four bits away from correct alignment 
(as opposed to three, one or zero). Consequently, the initial 
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substate values in the reacquisition problem are all -1000, except 
for F(2,X), which is ln(1)=0. 
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GLOSSARY 

Bit Count Integrity (BCD - The condition that exists wherein the 
precise sequence of bits that was transmitted is received, without 
additions or deletions. 

L - number of frame bits per verification window 

1 - maximum acceptable number of mismatches permitted for a given 
verification window 

M - number of bits per frame 

N - number of frame bits per acquisition window 

n - maximum acceptable number of mismatches permitted for a given 
acquisition window 

_p_ - probability of a received bit error 

P(ACQ) - probability of correctly declaring frame sync acquisition 
for a given acquisition window 

P(FA) - probability of incorrectly declaring frame sync acquisition 
on information (non-framing) bits 

P(I) - probability of correctly determining, in a given acquisition 
window, that frame synchronization does not exist 

P(LOSS) - probability that frame synchronization is incorrectly de- 
termined to be lost in a given verification window 

P(MISS) - probability of incorrectly failing to declare frame sync 
acquisition for a given acquisition window 

P(MQ) - probability that frame synchronization is maintained for at 
least Q verification windows 

P(NV) - probability that, during a verification window, frame syn- 
chronization is incorrectly verified as being aligned 

P(V) - probability of correctly determining, in a given verification 
window, that frame synchronization continues to be aligned 
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P(VFS) - probability that, during a verification window, false frame 
synchronization is correctly identified 

TDM - time division multiplex 
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